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ABSTRACT

Diabatic cooling from hydrometeor phase changes in the stratiformmelting layer is of great interest to both

operational forecasters and modelers for its societal and dynamical consequences. Attempts to estimate the

melting-layer cooling rate typically rely on either the budgeting of hydrometeor content estimated from

reflectivity Z or model-generated lookup tables scaled by the magnitude of Z in the bright band. Recent

advances have beenmade in developingmethods to observe the unique polarimetric characteristics ofmelting

snow and the additionalmicrophysical information theymay contain. However, to date no work has looked at

the thermodynamic information available from the polarimetric radar brightband signature. In this study, a

one-dimensional spectral binmodel ofmelting snow and a coupled polarimetric operator are used to study the

relation between the polarimetric radar bright band and the melting-layer cooling rate. Simulations using a

fixed particle size distribution (PSD) and variable environmental conditions show that the height and

thickness of the bright band and the maximum brightband Z and specific differential phase shift KDP are all

sensitive to the ambient environment, while the differential reflectivity ZDR is relatively insensitive. Addi-

tional simulations of 2700 PSDs based on in situ observations above the melting layer indicate that the

maximumZ,DZ, andZDR within themelting layer are poorly correlated with themaximum cooling rate while

KDP is strongly correlated. Finally, model simulations suggest that, in addition to riming, concurrent changes

in aggregation and precipitation intensity and the associated cooling may plausibly cause observed sagging

brightband signatures.

1. Introduction

Hydrometeors undergoing a phase transition exchange

latent heat with the environment and are a fundamental

driver of atmospheric motion across a range of spatial

and temporal scales. In stratiform precipitation, the ex-

change of latent heat as snow and graupel melt cools the

environment. This melting-induced cooling may deepen

isothermal layers (e.g., Stewart et al. 1984), which can

suddenly alter the surface precipitation type and the at-

tendant societal impacts (e.g., Wexler 1955; Bosart and

Sanders 1991; Kain et al. 2000). It can also have dynam-

ical consequences and generate downdrafts and gravity

waves (e.g., Szeto et al. 1988), turbulence and convection

(e.g., Findeisen 1940; Stewart et al. 1984), mesoscale wind

perturbations (e.g., Atlas et al. 1969; Heymsfield 1979),

andmesoscale fronts (e.g., Heffernan andMarwitz 1996).

These impacts can amplify over time and even alter

downstream cyclogenesis (e.g., Stewart andMacpherson

1989). While the magnitude of cooling in stratiform pre-

cipitation is typically smaller than in deep moist convec-

tion, it occurs within a relatively narrow layer and over a

much larger spatial area.

Owing to these pronounced impacts, possessing in-

formation about the cooling rate within the melting

layer is highly desirable. The lack of in situ thermody-

namic observations in the melting layer has led to the

development of a number of methods to retrieve ther-

modynamic information from remote sensing data. Of

these data sources, weather radars are a natural source

of data to exploit as their measured signal is composed

of backscattering from the hydrometeors responsible for

the cooling and features a pronounced signature asso-

ciated with the melting layer at weather radar wave-

lengths. This signature, first identified by a layer of

enhanced equivalent radar reflectivity factor Z called the

‘‘bright line’’ by its founders (now known as the ‘‘bright

band’’; e.g., Byers and Coons 1947), was correctly un-

derstood to be associated with the melting layer soon
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Bemis 1950). To a first-order approximation, the en-

hancement in Z is due to the rapid increase in the rela-

tive permittivity of melting snowflakes before they

collapse into smaller raindrops and decrease their con-

centration through flux divergence. Leary and Houze

(1979) estimated hydrometeor content above and below

the melting layer from Z and, through a budgeting ap-

proach, obtained an estimate of the melting-layer cool-

ing rate. However, this approach relies on estimating

hydrometeor content from Z using a fixed relationship,

which may be prone to appreciable and unknown errors

(e.g., Li and Srivastava 2001; Carlin et al. 2016). More

recently, lookup tables of vertical profiles of latent heat-

ing and cooling generated from convection-allowing

model ensembles have become more prevalent (e.g.,

Shige et al. 2004, 2007; Tao et al. 2006). However, Shige

et al. (2007) note the sensitivity of the lookup tables to the

simulations used to derive them, and the use of single-

moment bulk microphysics may preclude the proper

modeling of the melting process and its associated pro-

file of cooling rates (e.g., Phillips et al. 2007), resulting in a

monotonic relation between melting layer Z and the

magnitude ofmelting-layer cooling that is overly simplistic.

Despite these uncertainties, the radar bright band also

exhibits distinct polarimetric characteristics that never-

theless suggest it is a valuable source of microphysical

information. As with Z, the polarimetric characteristics

of the bright bandwere also observed relatively early on,

with observations revealing local linear depolarization

ratio LDR (Browne and Robinson 1952; Humphries

1974; Anderson 1974), circular depolarization ratio CDR

(Humphries and Barge 1979), and differential reflectivity

ZDR (Bringi et al. 1981) maxima below the height of the

Z maximum noted in subsequent decades. Illingworth

and Caylor (1989) and Zrnić et al. (1993) noted a pro-

nounced reduction in the copolar correlation coefficient

rhv in the melting layer, attributed both to hydrometeor

diversity (e.g., Balakrishnan and Zrnić 1990) and back-

scatter differential phase d caused by large wet aggre-

gates (e.g., Zrnić et al. 1993; Trömel et al. 2014). This

d can result in an oscillatory profile of specific differen-

tial phase shift KDP through the melting layer, which is

otherwise positive with a maximum near the height of

the Z maximum (Zrnić et al. 1993). These conspicuous

polarimetric signatures play a primary role inmostmodern

melting-layer detection algorithms (e.g., Giangrande et al.

2008;Wolfensberger et al. 2016), but have yet to be used to

make inferences about melting-layer thermodynamics.

Quasi-vertical profiles (QVPs; Ryzhkov et al. 2016)

have emerged as a convenient way to study the evolu-

tion of polarimetric radar signatures. QVPs display a

time series of azimuthally averaged radar data from a

high-elevation scan in a time–height format. This averaging

greatly increases the number of samples, which reduces

errors and improves data quality compared to typical

plan position indicator scans and allows for the detection

of subtle polarimetric signals that may have otherwise

been obscured by noise (e.g., Griffin et al. 2018). How-

ever, the averaging procedure obscures heterogeneities

within the averaging domain and works best in more

homogeneous precipitation, such as stratiform rain or

snow. QVPs have been used to study the characteristics

of the melting layer (e.g., Trömel et al. 2017) and its

transient features, such as so-called sagging bright bands

(e.g., Kumjian et al. 2016).

Models are frequently used to gain insight into the

melting layer and its impacts (e.g., Tao et al. 1995).

Owing to the deficiencies of bulk schemes in repre-

senting the melting process, these models often employ

spectral bin microphysics to explicitly simulate mixed-

phase particles and variable terminal velocity and water

fraction across the particle size distribution (PSD).

Early modeling studies focused primarily on the repre-

sentation of the physical processes of a melting snow-

flake (e.g., Matsuo and Sasyo 1981; Mitra et al. 1990).

Because of the intimate connection between the melting

layer and the radar bright band, however, many stud-

ies include electromagnetic scattering components of

varying complexity to compare profiles of observed Z

in bright bands to modeled Z in one-dimensional (e.g.,

Yokoyama and Tanaka 1984; Klaassen 1988; Hardaker

et al. 1995; Fabry and Szyrmer 1999; Gray et al. 2001;

Olson et al. 2001; Zawadzki et al. 2005) and three-

dimensional (e.g., Phillips et al. 2007; Planche et al. 2014;

Iguchi et al. 2014) models. A lesser number of studies

have simulated polarimetric variables in the bright band

(e.g., Russchenberg and Ligthart 1996; D’Amico et al.

1998; Giangrande 2007; Trömel et al. 2014). These

studies have sought to better understand the physical

processes responsible for the radar bright band and

evaluate the performance of microphysics schemes by

their ability to reproduce realistic brightband signatures,

but none have investigated the thermodynamic infor-

mation of the polarimetric brightband signature.

In this study, a one-dimensional spectral bin model of

melting snow and a coupled polarimetric operator are

used to investigate the relationship between the polari-

metric characteristics of the melting layer and the latent

cooling rate within it. A description of the model is pro-

vided in section 2. The sensitivity of the bright band to the

environment is examined in section 3, while section 4

delves into the potential for polarimetric thermodynamic

retrievals in the melting layer. Finally, section 5 uses the

model to investigate the potential causes of sagging bright

bands and is followed by a brief summary and discussion

of future work in section 6.
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2. Description of one-dimensional melting
snow model

a. Microphysical model

The one-dimensional melting snow model (1D-MS)

is a one-dimensional Lagrangian spectral bin model of

melting snow aggregates similar to those used in previ-

ous studies (e.g., Szyrmer and Zawadzki 1999; Zawadzki

et al. 2005; Giangrande 2007; Grim et al. 2009; Trömel

et al. 2014)with somemodifications. (A full list of variables

and their units is included in Table A1 in appendix A.)

PSDs N(D) containing up to 80 size bins are tracked

downward from themodel top as particles sublimate,melt,

and evaporate. Interactions between bins (e.g., aggrega-

tion) are excluded, with one snowflake corresponding to

one raindrop and the particle diameter of each bin

changing with height (i.e., in the absence of evaporation/

sublimation, the bins are mass conserving). The density

of snow rs varies with the riming factor frim, which varies

from 1 for unrimed snow to 5 for heavily rimed snow

(Zawadzki et al. 2005), and inversely with equivolume

snowflake diameterDs according to (Brandes et al. 2007)

r
s
5 0:178f

rim
D20:922

s , (1)

and is capped at a maximum value rs,max of 0.5 g cm23

(Zawadzki et al. 2005). Initial bin masses at the top of

the model ztop are equal to those of raindrops ranging

from 0.05 to 7.95mm in diameter Dr in 0.1-mm incre-

ments, with the corresponding Ds found according to

D
s
5 2:29f20:48

rim D1:44
r . (2)

An example of how particle diameters change with

height is shown in Fig. 1a. Through the assumption

of flux conservation, the PSD at any height z is found

according to

N(D, z)dD5N(D
s
, z

top
)dD

s

y
t,s
(D

s
, z

top
)

y
t
(D, z)

, (3)

whereD is the equivolume diameter of the particle at any

stage of melting and yt (yt,s) is the particle (dry snow)

terminal velocity. While any PSD form can be specified,

gamma distributions of the form

N(D
s
, z

top
)5N

0,s
D

ms
s exp(2L

s
D

s
) , (4)

where N0,s, ms, and Ls, the intercept, shape, and slope

parameters for snow, respectively, are used. Following

Szyrmer and Zawadzki (1999), yt is a function of melt-

water fraction fw [defined as mw(mw 1mi)
21, where

mw (mi) is the mass of water (ice) in the particle] and the

terminal velocity of a raindrop of equivalent mass yt,r is

given by Brandes et al. (2002) with a correction for local

air density (Foote and du Toit 1969):

y
t
5 y

t,r
[a2 bf

w
(11 f

w
)]21, (5)

where a5 1:26r21/3
s and b5 0:5(a2 1).

The transfer of heat by radiation, curvature and solute

effects, and the collection of cloud droplets are neglected

as they are small in comparison to the primary micro-

physical processes (Szyrmer and Zawadzki 1999). The

particle’s temperatureTp is assumed to be homogeneous,

FIG. 1. Example comparison of (a) particle size (mm) and (b) particle temperature (8C; solid
lines) and corresponding equilibrium temperature (8C; dotted lines) vs height (km) for particles

with completely melted equivolume diameters of ’0.5, 1.0, 2.0, 3.0, and 4.0mm. The envi-

ronment is characterized by a lapse rate of 68Ckm21 and a constant relative humidity of 90%,

with the 08C level at 2.0 km.
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with no sensible heat stored in the particle during

melting (i.e., all available heat goes toward the phase

change). The local environment and particle composi-

tion and temperature determine whether sublimation,

melting, or evaporation occurs.

If fw 5 0.0 and the environment is subsaturated with

respect to ice, sublimation occurs and cools the particle.

Following Pruppacher and Klett (1997), the equilibrium

particle temperature Tp,eq is found according to

T
p,eq

5T1
L

s
D

y
(r2 r

p,i
)

k
a

, (6)

where (r2 rp,i) is the difference in vapor density be-

tween the environment and the particle surface with

respect to ice at temperature Tp, given by

r2 r
p,i
5

1

R
y

2
4 e

T
2

e
s,i
(T

p
)

T
p

3
5. (7)

The thermodynamic terms in these and subsequent

equations are further defined in appendix B. Equation

(6) is solved iteratively to within a 0.018C threshold.

Because yt,s is relatively slow compared to the model

grid spacing (dz 5 10m), Tp is assumed to be equal to

Tp,eq for dry snow. Following Rogers and Yau (1989),

the rate of change of ice mass due to sublimation

dmi,subl/dt is found according to

dm
i,subl

dt
5 4pcf

y
D

y
(r2 r

p,i
). (8)

The total exchange of mass by a particle within a model

layer is found by considering the particle residence

time, given by dz/(yt 2w) where w is the local vertical

velocity.

Cooling due to sublimation can result in Tp , 08C
when the particle reaches the 08C level, which can delay

the onset of melting by up to a few hundred meters

(Matsuo and Sasyo 1981). Melting commences once Tp

reaches 08C, which is assumed to remain constant for the

duration of the melting process. The rate of ice loss due

to melting is equal to

dm
i,melt

dt
5 4pcdQ , (9)

where the heat available for melting dQ is given by

dQ5 f
h
k
a
(T2T

p
)|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

term1

1 f
y
D

y
L

y
(r2 r

p,w
)|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

term2

, (10)

and where the vapor density deficit is with respect to

water. If dQ, 0, cooling due to evaporation consumes

more heat than is available from conduction, resulting in

nomelting and the consideration of sublimation instead.

The decrease in ice mass due to melting is converted to

meltwater (i.e., dmi,melt 52dmw,melt). Refreezing is not

considered.

Evaporation is treated in an analogous manner to

sublimation and occurs if fw . 0:0 in an environment

subsaturated with respect to water, with the rate of

change of water mass due to evaporation given by

dm
w,evap

dt
5 4pcf

y
D

y
(r2 r

p,w
). (11)

However, unlike snow, the Tp of raindrops cannot be

assumed to be equal to Tp,eq because of the larger yt,r
with respect to dz and the thermal relaxation time for

raindrops (about a few seconds for large drops; e.g.,

Caplan 1966; Tardif and Rasmussen 2010). Once melt-

ing is complete, the incremental change in Tp for rain-

drops within a model layer is given by (Tardif and

Rasmussen 2010)

dT
p
5

4pcdQdz

m
w
c
w
(y

t
2w)

, (12)

with Tp capped at Tp,eq [found using Eq. (6) but re-

placing Ls and rp,i with Ly and rp,w, respectively]. An

example comparison of Tp and Tp,eq for a variety of

raindrop sizes is shown in Fig. 1b. Sublimation delays

melting by 130m. Once melting begins, the different

sized particles remain at 08C and take different distances

to completely melt, ranging from 190m for a particle with

a Dr ’ 0.5mm to 660m for a particle with Dr ’ 4.0mm.

Because of variations in mass and the local environmental

temperature wheremelting ceases, different size raindrops

warm at different rates; smaller raindrops reach Tp,eq

quickly once melting is complete, while the largest drops

never quite reach their Tp,eq.

The density of the snow core is assumed to increase

during melting. By modifying Eq. (1) for volume instead

of diameter, the volume of snow ys can be expressed as

y
s
5 343:0

�
(r

i
2 r

a
)y

i
1 r

a
y
s

f
rim

�1:443
, (13)

where ys on the right-hand side of Eq. (13) comes from

the preceding model layer. From this, the new snow core

density is found according to

r
s
5 1:753 1022f

rim
y20:307
s . (14)

Once rs reaches rs,max, it is kept constant regardless of ys.

The rate of change of the environmental temperature

at each height is found following Grim et al. (2009):
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dT(z)

dt
5

1

c
p
r
a
(z)

8<
:L

s

ðDmax

0

dm
i,subl

(D, z)

dt
N(D, z) dD1L

y

ðDmax

0

dm
w,evap

(D, z)

dt
N(D, z) dD

1L
f

ðDmax

0

2
4ka

(T2T
p
)

dQ

3
5dmi,melt

(D, z)

dt
N(D, z) dD

9=
;. (15)

Similarly, the rate of change of the environmental water

vapor mixing ratio qy is found according to

dq
y
(z)

dt
52

1

r
a,d
(z)

ðDmax

0

"
dm

i,subl
(D, z)

dt

1
dm

w,evap
(D, z)

dt

#
N(D, z) dD, (16)

where ra,d(z) is the density of dry air at height z. Steady-

state conditions are assumed to exist for 60 s at a time.

b. Electromagnetic scattering model

The values ofZ,ZDR, andKDP are calculated from the

1D-MS output using the Ryzhkov et al. (2011) polari-

metric operator. This operator treats particles as ho-

mogeneous oblate spheroids. Although more detailed

microphysical and electromagnetic scattering models of

melting aggregates are beginning to be explored (e.g.,

Botta et al. 2010; Johnson et al. 2016; Leinonen and von

Lerber 2018), oblate spheroids greatly simplify the

treatment of these processes and have been shown to be

an acceptable approximation for hydrometeors at lon-

ger weather radar wavelengths (e.g., X, C, and S bands;

Matrosov et al. 1996; Hogan et al. 2012) and repro-

duce observed polarimetric signatures fairly well (e.g.,

Ryzhkov et al. 2011). Scattering amplitudes are calcu-

lated using PyTMatrix (Leinonen 2014), a Python pack-

age containing an implementation of the Mishchenko

(2000) T-matrix code. The relative permittivity of ice and

air are considered constant while the relative permittivity

of water varies with temperature following Ray (1972).

Past studies have used a wide variety of approaches to

calculate the effective relative permittivity «e of melting

snowflakes (e.g., Yokoyama and Tanaka 1984; Hardaker

et al. 1995; Klaassen 1988; Meneghini and Liao 1996;

Russchenberg and Ligthart 1996; D’Amico et al. 1998;

Fabry and Szyrmer 1999; Battaglia et al. 2003), which

remains a source of uncertainty in radar-modeling stud-

ies of melting snow. The widely used Maxwell-Garnett

mixing formula (Maxwell Garnett 1904), which treats

mixtures as randomly distributed spherical inclusions

within a matrix, provides different results depending on

the topology of the mixture. For a three-phase mixture,

there are 12 unique combinations of inclusions and

matrices. However, not all of these mixtures are equally

plausible. For example, it is known that the water in

melting snow aggregates is initially sucked inward to-

ward the vertices of the ice structure (e.g., Knight 1979;

Mitra et al. 1990). As a result, mixing formulas that as-

sume water as the dominant medium typically result in

unrealistically large brightband signatures that conflict

with available observations (e.g., Fabry and Zawadzki

1995). Sensitivity tests with the 1D-MS (not shown)

confirm these biases. Alternative approaches, such as

the Polder–van Santen mixing formula (Polder and van

Santen 1946), exist that attempt to minimize biasing «e
too heavily toward that of the assumed dominant media.

Many studies (e.g., Meneghini and Liao 1996; Matrosov

2008; Ryzhkov et al. 2011) suggest using a more complex

weighted Maxwell-Garnett mixing formula approach

that varies between a matrix of dry snow (itself an air

matrix with ice inclusions) with water inclusions («sw)

and a matrix of water with dry snow inclusions («ws)

based on the volumetric water fraction (fvw, defined as

yw/y). Here we follow an approach similar to Ryzhkov

et al. (2011) in which

«
e
5

1

2
[(11 t)«

sw
1 (12 t)«

ws
] , (17)

but where

t5Erf

�
0:25

12 f
vw

f
vw

2 1:0

�
, (18)

to simulate the initial dry snow shell followed by a

quick transition to water as the dominant dielectric

medium.

The particle axis ratio rm varies linearly with fw be-

tween that of raindrop of equivalent mass rr (given by

Brandes et al. 2005) and that of dry snow aggregates rs,

which is typically assumed to be constant across the size

spectrum (e.g., Vivekanandan et al. 1994; Ryzhkov et al.

2011; Thompson et al. 2014). Observational evidence

suggests rs 5 0.6 is typical for unrimed aggregates

(Korolev and Isaac 2003; Matrosov et al. 2005; Hogan

et al. 2012; Garrett et al. 2015). Based on observations of

increasingly spherical particles with riming (Garrett

et al. 2015), rs is derived as a linear function of frim ac-

cording to
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r
s
5 0:61 0:25

�
f
rim

2 1

4

�
. (19)

Particles are assumed to have a mean canting angle of

08 (i.e., no preferred orientation), with a standard de-

viation that varies linearly with fw during melting be-

tween that of rain (108; Ryzhkov et al. 2002; Huang et al.

2008) and dry snow (408; Hendry et al. 1987; Garrett

et al. 2015).

Figure 2 shows output from the 1D-MS compared to a

range-defined QVP (Tobin and Kumjian 2017) from the

Vance Air Force Base, Oklahoma (KVNX), WSR-88D

radar in the stratiform portion of a mature mesoscale

convective system (MCS) on 20 May 2011. The 1D-MS

was initialized using temperature, humidity, and parti-

cle data collected during the Midlatitude Continental

Convective Clouds Experiment (MC3E; Petersen and

Jensen 2012) by the University of North Dakota (UND)

Cessna Citation II in north-central Oklahoma for the

same event (Wu andMcFarquhar 2016; Xue et al. 2017).

The temperature and humidity profiles were taken from

the aircraft’s measurements during ascent and verified

against the 1200 UTC sounding from the nearby At-

mospheric Radiation Measurement (ARM; Stokes and

Schwartz 1994) Southern Great Plains facility. Joint

mean observed PSDs were constructed for 10-s intervals

from the two-dimensional cloudprobe (2D-C;Knollenberg

1981) below D 5 1.0mm and from the high-volume pre-

cipitation spectrometer (HVPS; Lawson et al. 1993) at

and above D 5 1.0mm and fit to an incomplete gamma

distribution following Wu (2017). An adjustment to the

particle bins by a factor of r21/3
s (which remained near

the assumed value of 0.6) is required to account for the

discrepancy between the particle maximum diameter

that characterizes the observed PSDs and the equi-

volume diameter used in the 1D-MS. The 1D-MS was

run using each of the fit PSDs from between 1332:24 and

1339:47 UTC (i.e., while the aircraft was between 08
and 228C) to account for the possible range of PSDs

observed above the melting layer, with the maximum

particle size found according to the relation proposed in

Heymsfield et al. (2013),

D
max

5 4:36L20:77
s , (20)

where Dmax and Ls are in centimeters and per centi-

meter, respectively, and where a correction factor of

r21/3
s is again needed. Snow was assumed to be unrimed.

Note that the treatment of all particles as snow aggre-

gates is a simplifying assumption. A subjective review of

particle imager data from both the 2D-C and HVPS,

along with the results of the Holroyd (1987) habit clas-

sification algorithm, suggest that hexagonal plates

and irregular particles were dominant at smaller sizes

and aggregates were dominant at larger sizes. Accord-

ingly, this assumption appears justifiable, particularly

for evaluating Z and ZDR, which are dominated by the

largest particles. At the time of the aircraft’s flight, the

system was already prohibitively far from the radar to

create a range-defined QVP with useful vertical reso-

lution. To achieve more accurate and representative

vertical profiles of the polarimetric variables, the range-

defined QVP profiles are shown for between 1027:47

and 1132:51 UTC as the bulk of the stratiform region

FIG. 2. Comparison of (a) Z, (b) ZDR, and (c) KDP profiles from a range-defined QVP

(Tobin andKumjian 2017) fromKVNX (black) and the 1D-MSwith beambroadening effects

at an 88 elevation angle included (red) as described in-text. Shading denotes the full range of

profiles while lines indicate the median profiles.
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passed over KVNX. Although the aircraft sampled the

stratiform region 2–3 h later, the MCS was mature and

seemingly steady-state during this time period, justifying

this comparison. A ZDR bias correction of 20.2537dB

was applied to the range-defined QVP using the bias

estimation method described in Zittel et al. (2014) and

Richardson et al. (2017). This estimate was found by

taking the weighted mean of the median values from

each of the three bias estimation approaches from

KVNX during an 8-day window centered on the event.

For both the 1D-MS results and the range-defined QVP

profiles, the distribution of profiles is shown in shading

with the median profile denoted. To make a direct

comparison to observations, the 1D-MS results have

been modified to account for attenuation, d, and beam

broadening. Because the range-defined QVP combines

data from all elevation angles, it is not straightforward to

simulate the impact of beam broadening on the resultant

profile. Here, an elevation angle of 8.08 is used as it is an

intermediate elevation angle and results in moderate

beam-broadening effects.

Overall, there is modest agreement between the ob-

served and simulated profiles, although some notable

differences are evident. The peak magnitudes of Z and

KDP within the bright band are well captured, along with

themagnitude ofZ below themelting layer. The general

shape of the Z and ZDR profiles is also well represented,

with realistic rates of increase during melting and a ZDR

maximum at a lower height than the Z maximum. The

600-m depth of the intrinsic Z bright band (prior to ac-

counting to beam broadening, not shown) is also in line

with observations, with Fabry and Zawadzki (1995)

suggesting a mean brightband depth of ’500m for rain

Z between 30 and 35dBZ, and the peak simulated

values of all three variables are in agreement with those

observed by Wolfensberger et al. (2016). However, a

number of differences between the simulated and ob-

served profiles are present. Some of these differences

are methodological: the melting-layer KDP profile in

QVPs is artificially broadened by the method used to

remove the contribution of d (Griffin et al. 2018), which

involves linearly interpolating the FDP profile of each

radial through the melting layer prior to the azimuthal

averaging. In addition, the input PSDs used in the 1D-MS

already take aggregation into account and represent

PSDs immediately above 08C (’3.6 kmAGL), while the

observed profile ofZ shows ongoing aggregation toward

the melting layer. Other discrepancies, however, likely

point to processes currently excluded from the 1D-MS.

For example, spontaneous breakup of the largest rain-

drops could account for the observed decrease of Z and

ZDR toward the surface, while the exclusion of aggre-

gation within the melting-layer is likely responsible for

the underpredicted depth of the ZDR bright band and

the magnitude of the values within and beneath it. Be-

yond these considerations, a number of uncertainties

remain that complicate this direct comparison, including

the representativeness of the assumed environment and

initial PSDs (in both space and time), the steady-state

assumption for the range-defined QVP, the effect of

azimuthal averaging if the melting-layer height and

depth vary in space, and the exclusion of dense and very

oblate pristine ice crystals from the 1D-MS, which likely

explains, at least in part, the discrepancies in KDP above

the melting layer. Keeping these various assumptions

and sources of uncertainty in mind, these results suggest

that the 1D-MS is capable of simulating the melting

layer and its general polarimetric characteristics.

3. Impact of environment on brightband
characteristics

Before investigating the retrieval of latent cooling

rates within the melting layer, it is worthwhile to in-

vestigate how the melting layer and bright band are

modified by factors other than the PSD. Figure 3 shows

the impact of varying the environmental lapse rate G and

relative humidity (RH) profile on the melting layer and

bright band for both unrimed aggregates (frim 5 1.0)

and heavily rimed aggregates (frim 5 4.0) at S band (l5
11.0 cm). In situ observations from near the melting

layer of a wide range of MCSs are used to constrain the

parameter space. These observations suggest lapse rates

of 68Ckm21 are typical (e.g., Willis and Heymsfield

1989; McFarquhar et al. 2007; Smith et al. 2009), with

McFarquhar et al. (2007) observing G ranging from ap-

proximately 48 to 88Ckm21. These same field campaigns

suggest that RH profiles typically exhibit negative gra-

dients with respect to temperature below the 08C level,

with values ranging from 21% to 25% 8C21 and with

gradients from 23% to 24% 8C21 typical. While RH

values near the 08C level are typically quite moist (e.g.,

90%or higher;Willis andHeymsfield 1989;McFarquhar

et al. 2007; Smith et al. 2009), these values can occa-

sionally drop to as low as 60% (McFarquhar et al. 2007;

Heymsfield et al. 2015). Here, lapse rates are varied

from 4.08 to 8.08Ckm21 andRH at the 08C level is varied

from 60% to 100% with a RH gradient of 23% 8C21 to

capture a wide range of conditions observed near the

melting layer inMCSs. For all environments, the sample

input PSDwas characterized byN0,s 5 1720m23mm2(11ms),

Ls 5 0.34mm21, ms 5 21.22, and Dmax 5 20.0mm, and

the input PSD for heavily rimed snow was that which

resulted in the equivalent distribution of rain at the

surface. The qualitative conclusions of Fig. 3 were con-

sistent for other PSDs examined (not shown).
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Figures 3a and 3b show the distance below the envi-

ronmental 08C level at which melting begins. Melting

begins at the same height for both frim 5 1.0 and frim 5 4.0

becauseTp is assumed equal toTp,eq for dry snow and thus

is solely a function of the environmental T and RH.

Consistent with previous findings (e.g., Matsuo and Sasyo

1981; Rasmussen and Pruppacher 1982; Heymsfield et al.

2015), melting is delayed for colder and drier environ-

ments, with increased sensitivity to RH in colder envi-

ronments. For environments near saturation, melting

begins within the first 100m below the environmental 08C
level. For anRHat 08Cof only 60%, however,melting can

be delayed by ’600m when G 5 8.08Ckm21 to over

1200m when G 5 4.08Ckm21.

The depth of the melting layer as a function of G and

RH is shown in Figs. 3c and 3d. The melting layer is

defined as the layer where melting has begun but ice is

still present. For both frim 5 1.0 and frim 5 4.0, the depth of

the melting layer increases as G decreases because of a

smaller sensible heat flux and slower melting. Counterin-

tuitively, the environmental RH has little effect on the

melting-layer depth. This limited sensitivity has two causes:

1) drier environments increase the distance below the 08C
level at whichmelting begins, resulting inmelting occurring

in warmer layers with larger sensible heat fluxes that offset

the impact of the decreasedRH, and 2) drier environments

increase sublimation above the melting layer, decreasing

the amount of ice entering the melting layer and thus the

distance needed for complete melting. For a given envi-

ronment, the depth of the melting layer when frim 5 4.0 is

also larger by roughly 50% than when frim 5 1.0 because of

faster particle fall speeds. These faster fall speeds result in

reduced sensitivity to the local RH at a given height and

less mass lost to sublimation above the melting layer.

FIG. 3. Comparison of the (a),(b) depth below the 08C level that the melting layer (ML) begins, (c),(d) depth of the melting layer,

(e),(f) maximum Z, (g),(h) maximum ZDR, (i),(j) maximumKDP, and (k),(l) maximum cooling rate in the melting layer for environments

with lapse rates ranging from 4.08 to 8.08Ckm21 and relative humidity at the 08C level ranging from 60% to 100% for unrimed (frim 5 1)

and heavily rimed (frim 5 4) snow. For all G andRH combinations, the 08C level was located at 3.0 km and the gradient of RHwas assumed

to be 23% 8C21. Calculations were performed at S band.
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The environment can also modulate the magnitude of

the radar bright band. Figure 3e,f shows the maximumZ

within the bright band as a function of the environment.

The maximum Z is quite sensitive to the RH because of

the evaporation of meltwater and the aforementioned

sublimation above the melting layer, which leads to

smaller and fewer particles entering themelting layer. In

contrast, G has relatively less impact on Z because of its

sensitivity to the largest particles whose «e increases

appreciably shortly after melting begins. Many of these

same sensitivities are seen for maximumKDP (Figs. 3i,j),

which decreases in drier environments because of both

the evaporation of meltwater and a decrease in ice mass

entering the melting layer because of sublimation. In

contrast withZ andKDP, themaximumZDR (Figs. 3g,h) is

relatively insensitive to the environment. This insensi-

tivity is due to ZDR being unaffected by concentration,

the assumption of constant rs and rs during sublimation

(which may not be the case; Sulia and Harrington 2011),

and the weighting of ZDR toward the largest particles,

which experience relatively little sublimational mass loss.

Finally, Figs. 3k and 3l show the sensitivity of the

maximum cooling rate (i.e., the minimum ›T/›t) within

the melting layer to the environment. As with the bright

band, both the magnitude of the maximum cooling rate

and its sensitivity to the environment are decreased for

heavily rimed particles because of faster yt and the

greater depth over which melting is distributed (e.g.,

peaking at217.5Kh21 for frim 5 1.0 and28.7Kh21 for

frim 5 4.0). However, in contrast to the maximum Z and

KDP, which are positively correlated with both G and

RH, the maximum cooling rate generally increases for

increasing G and decreasing RH. For environments at or

near saturation, larger lapse rates increase the heat

conducted into particles and the efficiency of melting,

resulting in larger cooling rates in a given layer. For drier

environments, the impact of the environment depends

on the balance between the changing environmental

temperature and vapor pressure deficit (itself an inter-

play between the RH and environmental temperature).

For the same subsaturated RH, the conduction term

exceeds the evaporation term [term 1 and term 2 in

Eq. (10), respectively] more quickly for larger G. This
results in melting beginning sooner (which decreases the

amount of ice lost to sublimation prior tomelting) and to

larger dQ values and subsequently larger cooling rates.

The exception to this pattern is in very dry environ-

ments, where sublimational mass loss above the melting

layer is so large that maximum cooling rates begin to

decrease for all values of G. However, even in these very

dry environments, the interplay between the conduction

and evaporation terms results in larger dQ values for

larger G and thus larger cooling rates.

4. Relation between brightband characteristics and
cooling rate

To investigate the connection between the polari-

metric variables and the cooling rate within the melting

layer, the 1D-MS was initialized using a range of PSDs

based on in situ observations of stratiform precipitation

regions (e.g., Heymsfield et al. 2002; McFarquhar et al.

2007; Neumann 2016). These PSDs were characterized

by three-parameter gamma distributions and intended

to capture a realistic range of PSD variability above the

melting layer. However, the three parameters of the

gamma distribution are not necessarily independent,

with numerous relations between parameters reported

in the literature (see Table 2 of Patade et al. 2015). We

primarily utilize the parameter relations of McFarquhar

et al. (2007) in this work, although the approach of

McFarquhar et al. (2015) using ellipsoids characterizing

equally realizable combinations of gamma PSD param-

eters likely better captures the true range of uncertainty

of in situ PSDs and may be explored in future work.

The slope parameter Ls ranges from approximately

0.2 to 1.5mm21 in the region immediately above the

melting layer (e.g., McFarquhar et al. 2007; Heymsfield

et al. 2002, 2013, 2015; Patade et al. 2015; Neumann

2016; Matrosov and Heymsfield 2017). The in situ ob-

servations used to derive these values of Ls were char-

acterized by particle maximum diameter. Therefore, the

values of Ls used to initialize the 1D-MS require the

aforementioned adjustment factor of r21/3
s and ranged

from approximately 0.25 to 1.8mm21.

The slope parameter ms and intercept parameter N0,s

(which can span many orders of magnitude) can be

constrained by their relation to Ls. McFarquhar et al.

(2007) provide such relations, given by

m
s
5 0:93L0:314

s 2 3:05, and (21)

log
10
N

0,s
524:14 exp(20:082L

s
), (22)

where Ls is per centimeter and N0,s is in cm2(41ms). To

not reduce the PSDs to single-moment distributions and

retain multiple degrees of freedom in the PSD param-

eter space, ten samples of ms and N0,s are randomly se-

lected from a Gaussian distribution centered on the

mean ms and N0,s [found from Eqs. (21) and (22)] for

each value of Ls. The standard deviation of each pa-

rameter distribution was subjectively determined to be

0.2 from Figs. 18 and 19 ofMcFarquhar et al. (2007). The

conversion from units of cm2(41ms) in Eq. (22) to units

ofm23mm2(11ms) used in the 1D-MS is ms dependent.

Thus, every N0,s drawn from the distribution is con-

verted to units ofm23mm2(11ms) using all 10 sampled ms

values, resulting in 2700 total PSDs. Comparisons of ms
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and N0,s retrieved using this sampling approach with

those reported in McFarquhar et al. (2007) are shown in

Figs. 4 and 5, respectively. There is overall good agree-

ment between the sampled values and those reported in

McFarquhar et al. (2007), providing confidence that this

sampling approach successfully reproduces the observed

variability of the in situ observations. The maximum

particle diameter Dmax is found according to Eq. (20).

In addition to varying the initial PSDs, both the en-

vironmental G and RH profiles were varied as the bright

band can be sensitive to the environment (see section 3).

To incorporate the effects of variable environmental

conditions on the thermodynamic retrieval efficacy,

simulations using all 2700 PSDs were performed for the

range of environments described in section 3 (i.e., G of

4.08–8.08C km21 every 1.08C km21 and RH gradients

from24.5% to 0.0% 8C21 every 1.5% 8C21, with theRH

at 08C assumed to be 100%) for a total of 54 000 simu-

lations. The same set of input PSDs were used with each

environment for consistency. However, additional ex-

periments were performed in which every environment

used its own sampling of 2700 distributions that reached

similar conclusions (not shown), providing confidence

that the sampling procedure is not introducing biases or

appreciable sampling error into the analyses. The ranges

of PSD parameters, G, and RH profiles used are sum-

marized in Table 1. All of the simulations were for

unrimed snow (frim 5 1.0) with scattering calculations

performed at S (l 5 11.0 cm), C (l 5 5.45 cm), and X

(l 5 3.2 cm) bands.

Figure 6 shows the maximum Z, DZ (defined as the

change in Z at the 08C level to its maximum within the

melting layer), ZDR, and KDP compared to the maxi-

mum cooling rate within the melting layer for all 2700

FIG. 4. Comparison of the Ls–ms parameter space from (left) the observations reported in

McFarquhar et al. (2007, their Fig. 19) and (right) the Gaussian sampling procedure employed

in the 1D-MS. The Ls from the 1D-MS is shown in units of cm21 for consistency.

FIG. 5. As in Fig. 4, but for the Ls–N0,s parameter space. Note that the units for the

McFarquhar et al. (2007) data (their Fig. 18) should be cm2(41ms) (McFarquhar et al. 2009) and

match those used for the 1D-MS data. The Ls from the 1D-MS is shown in units of cm21 for

consistency.
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modeled distributions at S, C, and X bands. For brevity,

only the environment characterized by G 5 6.08C km21

and an RH gradient of 23.0% 8C21 is shown; the quali-

tative conclusions remained the same for all environments.

Ordinary least squares regressions were performed in

logarithmic space for all variables to combat the hetero-

scedasticity of the data.

The maximum brightband Z is essentially uncorre-

lated with the maximum cooling rate in the melting

layer, with r2 values near 0.1, maximum cooling rates

that span an order of magnitude for a given value of Z,

and root-mean-square errors (RMSEs) of’6.7Kh21 at

all wavelengths (Figs. 6a–c). RMSEs are larger for

warmer and drier environments (not shown). The lack of

correlation between Z and the cooling rate results from

differences in which particles dominantly contribute

to each variable: the bulk of the cooling is due to the

smallest particles that are present in high concentra-

tions, whileZ in the Rayleigh regime is a strong function

of larger particles that are more sparse and contribute

minimally to the cooling rate. The effects of aggregation

may exacerbate this lack of correlation by further en-

hancingZwhile onlyminimally affecting the cooling rate.

Similarly, DZ is weakly correlated with the maximum

cooling rate, with comparable RMSEs toZ and r2 values

that remain below ’0.2 (Figs. 6d–f). However, unlike

with Z, DZ and the maximum cooling rate are inversely

related. This seemingly counterintuitive relation results

from PSDs with many small particles (and thus large

cooling rates) generally having larger Ls and thus

smaller Dmax, which leads to smaller DZ.
Almost no relation exists between the maximum

brightband ZDR and the maximum cooling rate in the

melting layer (Figs. 6g–i). As with Z, ZDR is sensitive to

the largest particles in the volume that are not re-

sponsible for the bulk of the cooling and may be further

enhanced by aggregation. Unlike with Z, however, ZDR

is insensitive to particle concentration (which is linearly

related to the cooling rate). These factors result in high

RMSEs and low r2 values, with ZDR unable to provide

appreciable information about the maximum cooling

rate within the melting layer.

In stark contrast, the maximumKDP exhibits a striking

linear relation to the maximum cooling rate, with r2

values of 0.96 and an approximate fivefold reduction in

RMSEs compared toZ, DZ, andZDR (Figs. 6j–l). For all

environments and radar wavelengths, the exponent in

the regression equation remains near 0.9, with the

coefficient a function of the environment that increases

for increasing G and RH gradients and radar wave-

length. Similar to Z, RMSEs are smaller for moister

environments; the RMSE is reduced by 50% for an RH

gradient of 0.0% 8C21 compared to that shown here.

The cause of the pronounced correlation between the

maximum KDP and maximum cooling rate is examined

in Fig. 7, which shows the contribution of each particle

size bin to the cooling rate,Z, andKDP by height and the

moment M of the PSD each variable is proportional to

locally (found by taking the gradient of the logarithm of

each variable with respect to the logarithm of D). The

cooling rate is dominated by contributions from smaller

size bins (peaking around 1.0–1.2mm) and reaches its

maximum shortly after melting begins at approximately

150m below the 08C level (Fig. 7a). Additionally, the

cooling rate due to melting is proportional to ’M1.3 of

the PSD at all sizes and heights (Fig. 7d). Neglecting the

variability of ra, the cooling rate due to melting is equal

to the particle concentration (M0 of the PSD) multiplied

by the rate of ice loss due to melting. The melting rate

equation [Eq. (9)] includes two PSD-dependent terms:

the particle capacitance c, which is approximately pro-

portional to M1 following Eq. (B1), and the ventilation

coefficients fh,y, which (assuming fh ’ fy) are propor-

tional to M0:3. Thus, the cooling rate due to melting is

roughly constant and proportional to ’M1.3 of the PSD

(Fig. 7d).

The evolution of Z and KDP is more complex. In

contrast to the cooling rate from melting, the contribu-

tions to Z peak in much larger size bins and at a lower

height (490m below the 08C level; Fig. 7b). As melting

begins, Z is proportional to ’M4 because of the inverse

relationship between D and rs [Eq. (1)] and becomes

proportional to’M6 once melting is complete (Fig. 7d).

However, duringmelting the forward- and backscattering

TABLE 1. Summary of the snow PSD parameters and range of environmental conditions used in the 1D-MS. Units shown are consistent

with the original sources. The « in the values for ms andN0,s represents some offset from the mean determined randomly by drawing from

a Gaussian distribution centered on the mean value with the specified standard deviation.

Parameter Value Units Increment Standard deviation Source

Ls 2.5–18 cm21 0.05 — McFarquhar et al. (2007)

ms 0.93L0:314
s –3.05 1 « — 0.2 McFarquhar et al. (2007)

log10N0,s 24:14 exp(20:082Ls)1 « cm2(41ms) — 0.2 McFarquhar et al. (2007)

Dmax 4:36L20:77
s cm — — Heymsfield et al. (2013)

G 4.0–8.0 8C km21 1.0 — McFarquhar et al. (2007)

RH 24.5 to 0.0 % 8C21 1.5 — McFarquhar et al. (2007)
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FIG. 6. Comparison of maximum (a)–(c) Z (dBZ), (d)–(f) DZ (dBZ), (g)–(i) ZDR (dB), and (j)–(l) log10KDP,max (8 km21) and the

maximum cooling rate [expressed in log10(2›T/›t)max] at (left) S, (center) C, and (right) X band for the simulations summarized in Table 1

and an environment characterized by G5 6.08C km21 and an RH gradient of23.0% 8C21. Linear regression equations (whereZ, DZ, and
ZDR are in mm6m23, KDP is in 8 km21, and 2›T/›t is in K h21, respectively), r2, and RMSE (K h21) are shown for each subplot.
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amplitudes display nonmonotonic behavior with respect

to D owing to the variable fvw across the size spectrum

and «e increasing rapidly once fvw exceeds 0.1. This

nonmonotonic behavior is further enhanced by the sta-

bilization of particle orientations during melting. These

factors result in a wide range of moments of proportionality

across the size spectrum during melting, with a weighted

mean of M2:5 at the height of maximum Z. These differ-

ences in maxima height, bin contributions, and moments of

proportionality help to explain the poor relationship be-

tweenmaximumZ and cooling rate. Conversely, whileKDP

is proportional toM1 in dry snow (Bukov�cić et al. 2018) and

close toM4–M5 in rain (Sachidananda and Zrnić 1986), the

weighted mean moment of proportionality during melting

ranges betweenM1 andM2 and is’M1:1 at theheight of the

KDP maximum, nearly the samemoment of proportionality

as the maximum cooling rate due to melting (Fig. 7d).

This is due to the sensitivity ofKDP to both particle mass

and axis ratio (Gorgucci et al. 2002), which at a particle’s

peak KDP contribution during melting are propor-

tional to ’M1.4 and ’M20.3, respectively. This fact,

along with having dominant contributions from simi-

lar size bins as the peak cooling due to melting, helps

to explain their pronounced relationship within the

melting layer.

These conclusions appear to be robust in the face of

uncertainty in determining the effective relative per-

mittivity of melting snowflakes. Table 2 compares the

RMSE of retrievals performed using three Polder–van

Santen mixing formula topology combinations and the

percent change with respect to the default weighted

Maxwell-Garnett mixing formula used thus far. While

themagnitude of the variables changes slightly depending

on the mixing formula, the qualitative conclusions for

each variable’s retrieval efficacy remain unchanged, with

RMSEs varying by ’7% or less.

FIG. 7. Cross sections of particle size (in terms of melted diameter; mm) vs height

showing the contribution of each size bin toward (a) the cooling rate due to melting (in

increments of 0.05K h21), (b) Z (in increments of 500mm6m23), and (c)KDP (in increments

of 5 3 1023 8 km21) (black contours) and what moment of the PSD each variable is pro-

portional to in each bin (shading) for the observed PSD described in section 2b for an en-

vironment characterized by G 5 6.08 km21 and an RH gradient of23.0% 8C21. The 08C level

is at the top of the domain. (d) Vertical profile of weighted moments for 2›T/›tmelt, Z, and

KDP. Stars denote the height and weighted moment at each variable’s melting-layer maxi-

mum. Calculations were performed at S band.
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However, a cursory investigation reveals that the re-

lation between the maximum KDP and the maximum

cooling rate is sensitive to rs. Figure 8 demonstrates the

impact of the assumed rs on the correlation between

the maximumKDP and the maximum cooling rate in the

melting layer. While there is ample evidence of the

nonsphericity of ice and snow particles, it is instructive

to compare against the extreme case of spherical parti-

cles. In comparison to the assumption of rs 5 0.6 for

unrimed snow aggregates, the correlation is strongly

degraded if rs 5 1.0, with an r2 of 0.22 and an increase in

RMSE of an order of magnitude over Fig. 8a and ap-

proaching that of Z (Fig. 6a). In addition, the values of

KDP are smaller by an order of magnitude despite sim-

ulating the same PSDs, and in many cases are so low as

to be operationally impractical to use. When rs 5 0.6,

small particles responsible for the bulk of cooling con-

tribute appreciably to KDP as they melt from oblate

snow crystals into nearly spherical raindrops. In con-

trast, sparse large particles with minimal contributions

to KDP do not undergo a large change in axis ratio while

melting, beginning and ending as oblate particles. This

situation is reversed if snow particles are assumed to be

initially spherical, with small particles remaining nearly

spherical and contributing little toKDP during themelting

process and large particles dominating the contribution

to KDP, resulting in much smaller values and a degraded

relationship with the cooling rate. Suffice it to say that,

subject to the model assumptions described in section 2

and the feasibility of its estimation,KDP appears to be an

attractive choice for retrieving the cooling rate in the

melting layer and warrants further research.

5. Application of the 1D-MS: Investigation of
sagging brightband signatures

One of the most pronounced features to be studied

using QVPs is the ‘‘sagging’’ brightband signature, a

temporary and often sudden downward excursion of the

bright band (Ryzhkov et al. 2016; Kumjian et al. 2016;

Erlingis et al. 2018). Kumjian et al. (2016) examined

sagging bright bands in detail and identified several

common characteristics, including an increase in the Z

and ZDR brightband maxima and depth, a decrease in

the height of the brightband maxima, an increase in Z

and decrease in ZDR above the bright band, and an en-

hancement in bothZ andZDR below the bright band.An

example QVP of a sagging bright band from the Saint

Louis, Missouri (KLSX), WSR-88D radar is shown in

Fig. 9 from the trailing stratiform portion of a strong

MCS. In agreement with past observations, there is an

enhancement of Z and ZDR during the period of sagging

and a lowering of the height of the brightband maxima

by approximately 400m. In the sagging region KDP is

TABLE 2. RMSEs (K h21) of maximum cooling rate retrievals performed using the maximum Z, DZ, ZDR, andKDP in the melting level

at S band for various Polder–van Santen (PS) mixing formulas and the change (%) with respect to the default weightedMaxwell-Garnett

mixing formula. Mixing formulas are denoted by the order of the mixing of ice (I), water (W), and air (A) [e.g., (I1A)1Wdenotes an

ice/air mixture mixed with water].

Maximum Z Maximum DZ Maximum ZDR Maximum KDP

Mixing formula RMSE Change (%) RMSE Change (%) RMSE Change (%) RMSE Change (%)

Weighted [Eq. (17)] 6.45 — 6.66 — 6.57 — 1.25 —

PS: (I 1 A) 1 W 6.91 15.7 7.06 16.0 6.93 15.5 1.34 17.2

PS: (I 1 W) 1 A 6.38 22.4 6.56 21.5 6.56 10.1 1.32 15.6

PS: (A 1 W) 1 I 6.90 15.5 7.04 15.7 6.94 15.6 1.34 17.2

FIG. 8. As in Fig. 6j, but assuming (a) rs 5 0.6 and (b) rs 5 1.0.
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also enhanced, with values exceeding 0.48 km21, along

with a distinct lowering of the rhv field suggesting a delay

in melting. However, there are some discrepancies, in-

cluding the lack of a clear increase and decrease inZ and

ZDR above the bright band, respectively. Despite these

observations, the cause of the sagging brightband signa-

ture is not fully understood. Using in situ thermody-

namic and particle data during a sagging brightband

event in stratiform frontal rain, Kumjian et al. (2016)

found strong evidence supportive of riming, and an

earlier version of the 1D-MS successfully reproduced

the observed brightband signature when the riming factor

and precipitation intensity were covaried. However, the

observed signatures of Z and ZDR are also consistent with

aggregation,with in situ observations froma second case in

the trailing stratiform region of a classical MCS containing

aggregates and environmental conditions unsupportive of

riming. Kumjian et al. (2016) propose and discount, but do

not simulate, a number of other potential causes of

brightband sagging, including the role of isothermal layers.

Thus, it is worth investigating these potential causes of

brightband sagging using the latest 1D-MS.

Four possible causes of sagging bright bands were

investigated in isolation to study their impacts on the

resultant brightband signature: changes in aggregation,

precipitation intensity, relative humidity, and vertical

velocity. Following Kumjian et al. (2016), the parame-

ters of interest were modulated using the Gaussian-

based profile (s5 12min) shown in Fig. 10 for a total of

150min to facilitate comparisons with Fig. 9. For all of

the causes examined, environmental temperature and

moisture feedbacks are turned off; the latent heating

rates shown are instantaneous but do not affect the

evolution of the temperature field. The 1D-MS lacks a

number of processes that, in reality, act in concert with

latent heating and cooling to modify the environmental

temperature and moisture field including vertical mo-

tion (e.g., adiabatic warming), turbulent mixing, and

advection. These processes can act to make the growth

of isothermal layers self-limiting andmay even offset the

effect of diabatic cooling entirely (Kain et al. 2000).

However, these factors are not straightforward to include

in the 1D-MS. By turning off environmental feedbacks, a

quasi balance between these effects is approximated and

FIG. 9. QVP of (a) Z, (b) ZDR, (c) KDP, and (d) rhv of a sagging bright band from KLSX

between 2214:52 and 0149:40 UTC 29 Apr 2017.
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allows the instantaneous effect of the simulated changes

to be evident. Unless otherwise stated, G 5 6.08C km21,

the RH gradient is 23.0% 8C21, and frim 5 1.0 is

assumed.

To simulate the effects of aggregation above the

melting layer,Ls is decreased while conserving ice water

content (IWC), given by (Boudala et al. 2006)

IWC5
aN

0,s

Lb1ms11
s

G(b1m
s
1 1), (23)

where G is the complete gamma function and where

a 5 9.361 3 1025 g mm2b and b 5 2.08 are the param-

eters in the implicit 1D-MS mass–diameter relation for

snow (of the form m5aDb) and fall roughly within the

range of values reported in the literature (e.g., Mitchell

et al. 1990; Szyrmer and Zawadzki 2010). The IWC is

held constant at 1.0 gm23 while Ls is varied from a

background value of 1.3mm21 to a perturbed value of

0.3mm21. Equation (23) is used to find the corresponding

N0,s using the ms found from Eq. (21). The resultant

brightband signature bears a striking resemblance to

observations of sagging bright bands reported in the lit-

erature, with an increase in Z and ZDR maxima and a

lowering of their height of occurrence, an increase in the

depth of the bright band, an increase inZ and decrease in

ZDR above the bright band, and an increase inZ andZDR

below the bright band during periods of enhanced ag-

gregation (between 60 and 90min; Figs. 11a,b). The

height of the ZDR maximum sags by 330m, in good

agreement with the reported sagging of 351m inKumjian

et al. (2016). However, the height at whichmelting begins

is unaffected (Fig. 11d) and KDP is decreased during pe-

riods of sagging (Fig. 11c), in contrast to Fig. 9c. Despite

these discrepancies, it is noteworthy that the simulated

effects of aggregation alone reproduce almost all of the

observed features of sagging bright bands.

To simulate the effects of changing precipitation in-

tensity, Ls is held constant at 1.0mm21 while the IWC is

perturbed from 1.0 to 2.0gm23. In contrast to aggregation,

varying the precipitation intensity does not result in a vi-

sual sagging of the bright band (Figs. 11e–g) or changes in

ZDR above and below the bright band. However, both the

increase in the magnitude of KDP (Fig. 11g) and the

thickness of the bright band are simulated.

To simulate the effect of infiltrating dry air, such as

might occur with a rear-to-front inflow jet (e.g., Houze

1994), the relative humidity is varied from a constant

100% to 70%. The height of the ZDR maximum and the

onset of melting descend by 380m (Fig. 11j) and 440m

(Fig. 11l), respectively. However, sublimation above

the melting layer decreases Z (Fig. 11i) and KDP

(Fig. 11k) and thins the bright band, in contrast to what is

observed.

Finally, to simulate the effect of varying vertical ve-

locity (assumed to be 0.0m s21 until now), w is varied

from 0.0 to 21.5m s21 for the background PSD used in

the precipitation intensity simulation. This is at the ex-

treme end of what is observed, with most studies in-

dicating mesoscale downdrafts in stratiform precipitation

not typically exceeding 1ms21 (e.g., Yang and Houze

1995a,b; Schuur and Rutledge 2000; Kumjian et al. 2016).

Even with a downdraft of 1.5ms21, the height of theZDR

maximum only descends by 80m (Fig. 11), along with

little to no change in the magnitude of Z, ZDR, KDP, and

brightband thickness (Figs. 11m–o). Thus, the impact of

vertical velocity on particle fall speeds alone cannot ex-

plain sagging bright bands.

Although these analyses are instructive, it is likely

that in reality many of these variations are coupled.

For example, it stands to reason that more intense

precipitation rates may enhance aggregation, or that

downdrafts near the melting layer may form from

cooling due to sublimation in dry air aloft. While no

one physical process examined can fully explain every

observed sagging brightband characteristic, some

combination of processes may be able to. An example

of a potentially more realistic modulation is shown in

Figs. 11q–t. Here, both aggregation and precipitation

intensity are covaried as described previously, and

environmental temperature and moisture feedbacks

are now included. With all three of these factors, all of

the observed brightband characteristics during periods

of sagging are simulated. The height at which melting

begins descends (Fig. 11t), with increases in brightband

depth and Z (Fig. 11a), ZDR (Fig. 11r), and KDP

(Fig. 11s) within the bright band, along with the cor-

responding changes in Z and ZDR above and below

the melting layer. Because of the aforementioned

exclusion of restorative processes that prevent the

FIG. 10. Diagramdemonstrating the applied conditionmodulations

for the sagging brightband tests.
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FIG. 11. Simulated (from left to right) Z (dBZ), ZDR (dB), KDP (8 km21), and ›T/›t (K h21) from the 1D-MS for a

150-min period in which (a)–(d) aggregation, (e)–(h) precipitation intensity, (i)–(l) relative humidity, and (m)–(p) vertical

velocity are modulated according to Fig. 10 and as described in text. (q)–(t) The effect of modulating aggregation and

precipitation intensity concurrently with environmental feedbacks included.
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TABLE A1. Summary of the variables and constants used in the 1D-MS.

Symbol Variable Value Units

c Capacitance of particle mm

cp Specific heat of air at constant pressure 1005 J kg21 K21

cw Specific heat of water at constant pressure 4181 J kg21 K21

D Equivolume particle diameter mm

Dmax Diameter of largest particle in the PSD mm

Dr Equivolume diameter of a completely

melted particle

mm

Dy Diffusivity of water vapor in air m2 s21

dz Vertical grid spacing 10 m

e Vapor pressure Pa

es,w Saturationvaporpressurewith respect towater Pa

es,i Saturation vapor pressure with respect to ice Pa

es,0 Saturation vapor pressure at 08C 611.2 Pa

fh Ventilation coefficient for heat

frim Riming factor

fy Ventilation coefficient for vapor

fvw Volume water fraction

fw Mass water fraction

ka Thermal diffusivity of air m2 s21

KDP Specific differential phase shift 8 km21

Lf Latent heat of fusion at 08C 3.35 3 105 J kg21

Ls Latent heat of sublimation at 08C 2.85 3 106 J kg21

Ly Latent heat of vaporization J kg21

L* Characteristic length of particle mm

m Total mass of particle g

mi Total mass of ice in particle g

mw Total mass of water in particle g

N0,s Intercept parameter for snow PSD m23 mm2(11ms)

NPr Prandtl number

NRe Reynolds number

NSc Schmidt number

N(D) Number of particles of size D m23 mm21

p Atmospheric pressure Pa

p0 Reference atmospheric pressure 101 325 Pa

qy Water vapor mixing ratio kg kg21

rm Axis ratio of melting particle

rr Axis ratio of raindrop

rs Axis ratio of snowflake

Ry Gas constant for water vapor 461.5 J kg21 K21

RH Environmental relative humidity %

T Air temperature K

Tp Particle temperature K

T0 Triple point temperature of water 273.15 K

y Total volume of particle cm3

yi Volume of ice in particle cm3

ys Volume of ‘‘snow’’ (ice 1 air) in particle cm3

yw Volume of water in particle cm3

w Vertical velocity of air m s21

x Particle ellipticity

Z Reflectivity factor at horizontal polarization dBZ

ZDR Differential reflectivity dB

G Environmental lapse rate 8C km21

«a Relative permittivity of air (1.0, 5 3 1027)

«e Relative permittivity of particle

«i Relative permittivity of ice at 08C (3.18, 8.54 3 1023)

«w Relative permittivity of water

h Dynamic viscosity of air kgm21 s21

ka Thermal conductivity of air Jm21 s21 K21

l Radar wavelength cm

1502 JOURNAL OF APPL IED METEOROLOGY AND CL IMATOLOGY VOLUME 58



indefinite deepening of isothermal layers, the return of

the bright band to its presagging level is not simulated.

While the goal of these simulations is not to disprove the

contribution of riming to sagging bright bands, these re-

sults suggest that sagging due to other causes—namely,

enhanced precipitation and aggregation and the resultant

cooling of the atmosphere—cannot be entirely ruled out,

and it is possible that there are multiple pathways that

result in sagging brightband signatures.

6. Summary and discussion

In this study, a one-dimensional model of melting

snow is used to study the polarimetric characteristics of

the radar bright band and their connection to the en-

vironment and microphysical processes within the

melting layer. The brightband thickness and the mag-

nitude of Z and KDP are shown to be sensitive to the

environmental lapse rate and relative humidity profile.

Based on simulations of a wide variety of snow PSDs,Z

appears to hold little value for retrieving the cooling

rate within the melting layer. However, for a given

environment, the maximum KDP in the bright band

appears to be robustly correlated with the maximum

cooling rate. This promising result suggests that, given

knowledge of the environment (e.g., from a short-term

numerical weather prediction model) and an accurate

estimate of KDP in the melting layer, the evolution of

the maximum cooling rate in the melting layer may be

retrieved. Future work should investigate the potential

for time–height estimates of latent heating of real-data

cases using the 1D-MS initialized with QVP-derived es-

timates of mean volume diameter Dm and total number

concentration Nt (Ryzhkov et al. 2018), as done for

evaporation in Xie et al. (2016, their Fig. 14). Until now,

information derived from polarimetric radar data has

been limited to microphysical quantities (e.g., quantitative

precipitation estimation) and qualitative applications (e.g.,

tornado debris detection). The novel approach presented

here for retrieving thermodynamic information from dual-

polarization radar data suggests the potential for a shift

toward a more holistic approach for using polarimetric

radar data for both observational retrievals and for as-

similation into numerical weather prediction models.

Although these results pertaining to the maximum

cooling rate are promising, a number of aspects re-

main to be explored. The spatial distribution and

height of the maximum cooling rate was not investi-

gated but may be of importance (e.g., Szyrmer and

Zawadzki 1999), and the impact of assimilating im-

proved retrievals of melting-layer cooling rate into

numerical weather prediction models should be in-

vestigated. There are also a number of improve-

ments to the 1D-MS that should be considered for

their impact on these results, particularly the inclusion of

aggregation, collision–coalescence, and breakup processes,

as well as some consideration of buoyancy and vertical

motion (e.g., as done in Srivastava 1985, 1987). From a

broader perspective, the adoption of QVPs and the large

amount of information they contain begs for a compre-

hensive one-dimensional model coupled to a polarimetric

operator that expands upon the 1D-MS and includes

multiple ice habits and options for all microphysical pro-

cesses within the column (e.g., initial ice generation, de-

position, secondary ice generation, breakup, etc.).
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Symbol Variable Value Units

Ls Slope parameter for snow PSD mm21

ms Shape parameter for snow PSD
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rs Density of snow g cm23

rs,max Maximum allowable density of snow 0.5 g cm23
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sr Canting angle width of rain 108
ss Canting angle width of snow 408
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yt,r Terminal velocity of completelymeltedparticle m s21

yt,s Terminal velocity of snowflake m s21
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APPENDIX A

Table of Variables

A table of variables used in this paper is presented in

Table A1.

APPENDIX B

1D-MS Thermodynamic Terms

The particle capacitance c reflects the impact of the

particle’s shape on its rate ofmass transfer. For spherical

particles, c is the particle radius. For oblate spheroids, c

is given by (McDonald 1963)

c5 0:5Dr21/3
m

x

sin21x
(0:81 0:2f ), (B1)

where rm is the axis ratio of the particle at any stage of

melting and the ellipticity of the spheroid x is equal toffiffiffiffiffiffiffiffiffiffiffiffiffi
12 r2m

p
.

The ventilation coefficients for vapor fy and heat

fh account for the removal of vapor and heat from

the falling particle because of air motion. Follow-

ing the empirical relations of Hall and Pruppacher

(1976), the ventilation coefficient for vapor can be

defined by

f
y
5

�
11 0:14x2 , for x, 1

0:861 0:28x , for x$ 1
, (B2)

where x5N1/3
Sc N

1/2
Re , NSc is the Schmidt number given by

N
Sc
5

n
a

D
y

, (B3)

and NRe is the Reynolds number given by

N
Re

5
L*U

n
a

, (B4)

where L* is the particle characteristic length, which for

an oblate spheroid can be expressed as (Pruppacher and

Klett 1997)

L*5
D

4r1/3m

�
21 r2m

1

x
ln

�
11 x

12 x

��
, (B5)

Dy is the diffusivity of water vapor (Hall and Pruppacher

1976),

D
y
5 2:113 1025

�
T

T
0

�1:94�p
0

p

�
, (B6)

and na is the kinematic viscosity of air,

n
a
5

h
a

r
a

, (B7)

where the dynamic viscosity of air ha is given by

h
a
5 (0:379 5651 0:0049T)3 1025 . (B8)

The ventilation coefficient for heat fh follows a similar

form as Eq. (B2), except uses the Prandtl number NPr

instead of the Schmidt number (i.e., x5N1/3
Pr N

1/2
Re ), where

NPr is given by

N
Pr
5

n
a

k
a

, (B9)

where the thermal diffusivity of air ka is defined as

k
a
5

k
a

c
p
r
a

, (B10)

and the thermal conductivity of air ka is given by

k
a
5 (0:441 6351 0:0049T)3 1022 . (B11)

The latent heat of sublimation Ls and fusion Lf are as-

sumed to be constant, while the latent heat of vaporization

Ly is found following Kumjian and Ryzhkov (2010):

L
y
5 2:4993 106

�
T
0

T

�0:1671(3:6731024T)

. (B12)
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larimetric radar relations for quantification of snow based on

disdrometer data. J. Appl. Meteor. Climatol., 57, 103–120,

https://doi.org/10.1175/JAMC-D-17-0090.1.
Byers, H. R., and R. D. Coons, 1947: The ‘bright line’ in radar cloud

echoes and its probable explanation. J. Meteor., 4, 78–81, https://

doi.org/10.1175/1520-0469(1947)004,0078:TLIRCE.2.0.CO;2.

Caplan, P. M., 1966: On the evaporation of raindrops in the pres-

ence of vertical gradients of temperature and relative hu-

midity. J. Atmos. Sci., 23, 614–617, https://doi.org/10.1175/

1520-0469(1966)023,0614:OTEORI.2.0.CO;2.

Carlin, J. T., A. V. Ryzhkov, J. C. Snyder, and A. Khain, 2016:

Hydrometeor mixing ratio retrievals for storm-scale radar

data assimilation: Utility of current relations and potential

benefits of polarimetry. Mon. Wea. Rev., 144, 2981–3001,

https://doi.org/10.1175/MWR-D-15-0423.1.

Cunningham, R. M., 1947: A different explanation of the ‘‘bright

line.’’ J. Meteor., 4, 163, https://doi.org/10.1175/1520-0469(1947)

004,0163:ADEOTB.2.0.CO;2.

D’Amico,M., A. Holt, and C. Capsoni, 1998: An anisotropic model

of the melting layer. Radio Sci., 33, 535–552, https://doi.org/

10.1029/97RS03049.

Erlingis, J. M., J. J. Gourley, P.-E. Kirstetter, E. N. Anagnostou,

J. Kalogiros, M. Anagnostou, and W. Petersen, 2018: Evalua-

tion of operational and experimental precipitation algorithms

and microphysical insights during IPHEx. J. Hydrometeor., 19,

113–125, https://doi.org/10.1175/JHM-D-17-0080.1.

Fabry, F., and I. Zawadzki, 1995: Long-term radar observations

of the melting layer of precipitation and their interpretation.

J. Atmos. Sci., 52, 838–851, https://doi.org/10.1175/1520-

0469(1995)052,0838:LTROOT.2.0.CO;2.

——, andW. Szyrmer, 1999: Modeling of the melting layer. Part II:

Electromagnetic. J. Atmos. Sci., 56, 3593–3600, https://doi.org/

10.1175/1520-0469(1999)056,3593:MOTMLP.2.0.CO;2.

Findeisen,W., 1940: The formation of the 08C-isothermal layer and

fractocumulus under nimbostratus. Meteor. Z., 76, 49–54.
Foote, G. B., and P. S. du Toit, 1969: Terminal velocity of raindrops

aloft. J. Appl. Meteor., 8, 249–253, https://doi.org/10.1175/

1520-0450(1969)008,0249:TVORA.2.0.CO;2.

Garrett, T. J., S. E. Yuter, C. Fallgatter, K. Shkurko, S. R. Rhodes,

and J. L. Endries, 2015: Orientations and aspect ratios of

falling snow. Geophys. Res. Lett., 42, 4617–4622, https://

doi.org/10.1002/2015GL064040.

Giangrande, S. E., 2007: Investigation of polarimetric measure-

ments of rainfall at close and distant ranges. Ph.D. disserta-

tion, University of Oklahoma, 247 pp.

——, J. M. Krause, and A. V. Ryzhkov, 2008: Automatic desig-

nation of themelting layer with a polarimetric prototype of the

WSR-88D radar. J. Appl. Meteor. Climatol., 47, 1354–1364,

https://doi.org/10.1175/2007JAMC1634.1.

Gorgucci, E., V. Chandrasekar, V. N. Bringi, and G. Scarchilli, 2002:

Estimation of raindrop size distribution parameters from po-

larimetric radar measurements. J. Atmos. Sci., 59, 2373–2384,

https://doi.org/10.1175/1520-0469(2002)059,2373:EORSDP.
2.0.CO;2.

Gray, W. R., I. D. Cluckie, and R. J. Griffith, 2001: Aspects of

melting and the radar bright band. Meteor. Appl., 8, 371–379,

https://doi.org/10.1017/S1350482701003139.

Griffin, E., T. Schuur, and A. Ryzhkov, 2018: A polarimetric

analysis of ice microphysical processes in snow, using quasi-

vertical profiles. J. Appl. Meteor. Climatol., 57, 31–50, https://

doi.org/10.1175/JAMC-D-17-0033.1.

Grim, J. A., G. M. McFarquhar, R. M. Rauber, A. M. Smith, and

B. F. Jewett, 2009: Microphysical and thermodynamic struc-

ture and evolution of the trailing stratiform regions of meso-

scale convective systems during BAMEX. Part II: Column

model simulations. Mon. Wea. Rev., 137, 1186–1205, https://

doi.org/10.1175/2008MWR2505.1.

Hall, W. D., and H. R. Pruppacher, 1976: The survival of ice par-

ticles falling from cirrus clouds in subsaturated air. J. Atmos.

Sci., 33, 1995–2006, https://doi.org/10.1175/1520-0469(1976)

033,1995:TSOIPF.2.0.CO;2.

Hardaker, P. J., A. R. Holt, and C. G. Collier, 1995: A melting-

layer model and its use in correcting for the bright band in

single-polarization radar echoes.Quart. J. Roy. Meteor. Soc.,

121, 495–525, https://doi.org/10.1002/qj.49712152303.

Heffernan, E., and J. Marwitz, 1996: The Front Range blizzard of

1990. Part II: Melting effects in a convective band.Mon. Wea.

Rev., 124, 2469–2482, https://doi.org/10.1175/1520-0493(1996)

124,2469:TFRBOP.2.0.CO;2.

Hendry, A., Y. M. M. Antar, and G. C. McCormick, 1987: On

the relationship between the degree of preferred orienta-

tion in precipitation and dual-polarization radar echo

characteristics. Radio Sci., 22, 37–50, https://doi.org/10.1029/

RS022i001p00037.

JULY 2019 CARL IN AND RYZHKOV 1505

https://doi.org/10.1175/1520-0469(1950)007<0145:AQSOTB>2.0.CO;2
https://doi.org/10.1175/1520-0469(1950)007<0145:AQSOTB>2.0.CO;2
https://doi.org/10.1175/1520-0469(1990)047<1525:UOPTCP>2.0.CO;2
https://doi.org/10.1175/1520-0469(1990)047<1525:UOPTCP>2.0.CO;2
https://doi.org/10.1175/1520-0426(2003)020<0856:CMBTBR>2.0.CO;2
https://doi.org/10.1175/1520-0426(2003)020<0856:CMBTBR>2.0.CO;2
https://doi.org/10.1109/LGRS.2010.2041633
https://doi.org/10.1029/2005JD006499
https://doi.org/10.1175/1520-0493(1991)119<2831:AESCSC>2.0.CO;2
https://doi.org/10.1175/1520-0493(1991)119<2831:AESCSC>2.0.CO;2
https://doi.org/10.1175/1520-0450(2002)041<0674:EIREWA>2.0.CO;2
https://doi.org/10.1175/1520-0450(2002)041<0674:EIREWA>2.0.CO;2
https://doi.org/10.1175/1520-0450(2005)44<186:C>2.0.CO;2
https://doi.org/10.1175/JAM2489.1
https://doi.org/10.1038/1701078b0
https://doi.org/10.1038/1701078b0
https://doi.org/10.1175/JAMC-D-17-0090.1
https://doi.org/10.1175/1520-0469(1947)004<0078:TLIRCE>2.0.CO;2
https://doi.org/10.1175/1520-0469(1947)004<0078:TLIRCE>2.0.CO;2
https://doi.org/10.1175/1520-0469(1966)023<0614:OTEORI>2.0.CO;2
https://doi.org/10.1175/1520-0469(1966)023<0614:OTEORI>2.0.CO;2
https://doi.org/10.1175/MWR-D-15-0423.1
https://doi.org/10.1175/1520-0469(1947)004<0163:ADEOTB>2.0.CO;2
https://doi.org/10.1175/1520-0469(1947)004<0163:ADEOTB>2.0.CO;2
https://doi.org/10.1029/97RS03049
https://doi.org/10.1029/97RS03049
https://doi.org/10.1175/JHM-D-17-0080.1
https://doi.org/10.1175/1520-0469(1995)052<0838:LTROOT>2.0.CO;2
https://doi.org/10.1175/1520-0469(1995)052<0838:LTROOT>2.0.CO;2
https://doi.org/10.1175/1520-0469(1999)056<3593:MOTMLP>2.0.CO;2
https://doi.org/10.1175/1520-0469(1999)056<3593:MOTMLP>2.0.CO;2
https://doi.org/10.1175/1520-0450(1969)008<0249:TVORA>2.0.CO;2
https://doi.org/10.1175/1520-0450(1969)008<0249:TVORA>2.0.CO;2
https://doi.org/10.1002/2015GL064040
https://doi.org/10.1002/2015GL064040
https://doi.org/10.1175/2007JAMC1634.1
https://doi.org/10.1175/1520-0469(2002)059<2373:EORSDP>2.0.CO;2
https://doi.org/10.1175/1520-0469(2002)059<2373:EORSDP>2.0.CO;2
https://doi.org/10.1017/S1350482701003139
https://doi.org/10.1175/JAMC-D-17-0033.1
https://doi.org/10.1175/JAMC-D-17-0033.1
https://doi.org/10.1175/2008MWR2505.1
https://doi.org/10.1175/2008MWR2505.1
https://doi.org/10.1175/1520-0469(1976)033<1995:TSOIPF>2.0.CO;2
https://doi.org/10.1175/1520-0469(1976)033<1995:TSOIPF>2.0.CO;2
https://doi.org/10.1002/qj.49712152303
https://doi.org/10.1175/1520-0493(1996)124<2469:TFRBOP>2.0.CO;2
https://doi.org/10.1175/1520-0493(1996)124<2469:TFRBOP>2.0.CO;2
https://doi.org/10.1029/RS022i001p00037
https://doi.org/10.1029/RS022i001p00037


Heymsfield, A. J., A. Bansemer, P. R. Field, S. L. Durden, J. L.

Stith, J. E. Dye, W. Hall, and C. A. Grainger, 2002: Obser-

vations and parameterizations of particle size distributions in

deep tropical cirrus and stratiform precipitation clouds: Re-

sults from in situ observations in TRMM field campaigns.

J. Atmos. Sci., 59, 3457–3491, https://doi.org/10.1175/1520-

0469(2002)059,3457:OAPOPS.2.0.CO;2.

——, C. Schmitt, and A. Bansemer, 2013: Ice cloud particle size

distributions and pressure-dependent terminal velocities from

in situ observations at temperatures from 08 to 2868C.
J. Atmos. Sci., 70, 4123–4154, https://doi.org/10.1175/JAS-D-

12-0124.1.

——, A. Bansemer, M. R. Poellot, and N. Wood, 2015: Observa-

tions of ice microphysics through the melting layer. J. Atmos.

Sci., 72, 2902–2928, https://doi.org/10.1175/JAS-D-14-0363.1.

Heymsfield, G. M., 1979: Doppler radar study of a warm frontal

region. J. Atmos. Sci., 36, 2093–2107, https://doi.org/10.1175/

1520-0469(1979)036,2093:DRSOAW.2.0.CO;2.

Hogan, R. J., L. Tian, P. R. A. Brown, C. D. Westbrook, A. J.

Heymsfield, and J. D. Eastment, 2012: Radar scattering from

ice aggregates using the horizontally aligned oblate spheroid

approximation. J. Appl.Meteor. Climatol., 51, 655–671, https://

doi.org/10.1175/JAMC-D-11-074.1.

Holroyd, E. W., 1987: Some techniques and uses of 2D-C habit

classification software for snow particles. J. Atmos. Oceanic

Technol., 4, 498–511, https://doi.org/10.1175/1520-0426(1987)

004,0498:STAUOC.2.0.CO;2.

Houze, R. A., 1994: Mesoscale convective systems. Rev. Geophys.,

42, RG4003, https://doi.org/10.1029/2004RG000150.

Huang, G., V. Bringi, and M. Thurai, 2008: Orientation angle dis-

tributions of drops after an 80-m fall using a 2D video dis-

drometer. J. Atmos. Oceanic Technol., 25, 1717–1723, https://

doi.org/10.1175/2008JTECHA1075.1.

Humphries, R. G., 1974: Depolarization effects at 3GHz due to

precipitation. Ph.D. dissertation, McGill University, 81 pp.

——, and B. L. Barge, 1979: Polarization and dual-wavelength

radar observations of the bright band. IEEE Trans. Geosci.

Electron., 17, 190–195, https://doi.org/10.1109/TGE.1979.294648.

Iguchi, T., and Coauthors, 2014: WRF–SBM simulations of melting-

layer structure in mixed-phase precipitation events observed

during LPVEx. J. Appl. Meteor. Climatol., 53, 2710–2731,

https://doi.org/10.1175/JAMC-D-13-0334.1.

Illingworth, A. J., and I. J. Caylor, 1989: Cross polar observa-

tions of the bright band. 24th Conf. on Radar Meteorology,

Tallahassee, FL, Amer. Meteor. Soc., 323–327.

Johnson, B. T., W. S. Olson, and G. Skofronick-Jackson, 2016:

The microwave properties of simulated melting precipitation

particles: Sensitivity to initial melting. Atmos. Meas. Tech., 9,

9–21, https://doi.org/10.5194/amt-9-9-2016.

Kain, J. S., S. M. Goss, and M. E. Baldwin, 2000: The melting

effect as a factor in precipitation-type forecasting. Wea.

Forecasting, 15, 700–714, https://doi.org/10.1175/1520-0434(2000)

015,0700:TMEAAF.2.0.CO;2.

Klaassen, W., 1988: Radar observations and simulation of the melting

layer of precipitation. J. Atmos. Sci., 45, 3741–3753, https://doi.org/

10.1175/1520-0469(1988)045,3741:ROASOT.2.0.CO;2.

Knight, C. A., 1979: Observations of the morphology of melting

snow. J. Atmos. Sci., 36, 1123–1130, https://doi.org/10.1175/

1520-0469(1979)036,1123:OOTMOM.2.0.CO;2.

Knollenberg, R. G., 1981: Techniques for probing cloud micro-

structure. Clouds—Their Formation, Optical Properties, and

Effects, P. V. Hobbs and E. A. Deepak, Eds., Academic Press,

15–89.

Korolev, A., and G. Isaac, 2003: Roundness and aspect ratio of par-

ticles in ice clouds. J. Atmos. Sci., 60, 1795–1808, https://doi.org/

10.1175/1520-0469(2003)060,1795:RAAROP.2.0.CO;2.

Kumjian, M. R., and A. V. Ryzhkov, 2010: The impact of evapo-

ration on polarimetric characteristics of rain: Theoretical

model and practical implications. J. Appl. Meteor. Climatol.,

49, 1247–1267, https://doi.org/10.1175/2010JAMC2243.1.

——, S. Mishra, S. E. Giangrande, T. Toto, A. V. Ryzhkov, and

A. Bansemer, 2016: Polarimetric radar and aircraft observa-

tions of saggy bright bands during MC3E. J. Geophys. Res.

Atmos., 121, 3584–3607, https://doi.org/10.1002/2015JD024446.

Lawson, R. P., R. E. Stewart, J. W. Strapp, and G. A. Isaac, 1993:

Aircraft observations of the origin and growth of very large

snowflakes. Geophys. Res. Lett., 20, 53–56, https://doi.org/

10.1029/92GL02917.

Leary, C. A., andR.A.Houze Jr., 1979:Melting and evaporation of

hydrometeors in precipitation from the anvil clouds of deep

tropical convection. J. Atmos. Sci., 36, 669–679, https://doi.org/

10.1175/1520-0469(1979)036,0669:MAEOHI.2.0.CO;2.

Leinonen, J., 2014: High-level interface to T-matrix scattering

calculations: architecture, capabilities, and limitations. Opt.

Express, 22, 1655–1660, https://doi.org/10.1364/OE.22.001655.

——, and A. von Lerber, 2018: Snowflake melting simulation using

smoothed particle hydrodynamics. J. Geophys. Res. Atmos.,

123, 1811–1825, https://doi.org/10.1002/2017JD027909.

Li, X., and R. C. Srivastava, 2001: An analytical solution for rain-

drop evaporation and its application to radar rainfall mea-

surements. J. Appl. Meteor., 40, 1607–1616, https://doi.org/

10.1175/1520-0450(2001)040,1607:AASFRE.2.0.CO;2.

Matrosov, S. Y., 2008: Assessment of radar signal attenua-

tion caused by the melting hydrometeor layer. IEEE Trans.

Geosci. Remote Sens., 46, 1039–1047, https://doi.org/10.1109/

TGRS.2008.915757.

——, and A. J. Heymsfield, 2017: Empirical relations between size

parameters of ice hydrometeor populations and radar reflectivity.

J. Appl. Meteor. Climatol., 56, 2479–2488, https://doi.org/10.1175/

JAMC-D-17-0076.1.

——, R. Reinking, R. A. Kropfli, and B. W. Bartram, 1996: Esti-

mation of ice hydrometeor types and shapes from radar polar-

ization measurements. J. Atmos. Oceanic Technol., 13, 85–96,

https://doi.org/10.1175/1520-0426(1996)013,0085:EOIHTA.
2.0.CO;2.

——, A. J. Heymsfield, and Z. Wang, 2005: Dual-frequency

radar ratio of nonspherical atmospheric hydrometeors.

Geophys. Res. Lett., 32, L13816, https://doi.org/10.1029/

2005GL023210.

Matsuo, T., and Y. Sasyo, 1981: Melting of snowflakes below

freezing level in the atmosphere. J. Meteor. Soc. Japan, 59,

10–25, https://doi.org/10.2151/jmsj1965.59.1_10.

Maxwell Garnett, J. C., 1904: Color in metal glasses and in metallic

films. Philos. Trans. Roy. Soc. London, 203A, 385–420, https://

doi.org/10.1098/rsta.1904.0024.

McDonald, J. E., 1963: Use of the electrostatic analogy in studies of

ice crystal growth.Z. Angew.Math. Phys., 14, 610–620, https://

doi.org/10.1007/BF01601268.

McFarquhar, G. M., M. S. Timlin, R. M. Rauber, B. F. Jewett, and

J. A. Grim, 2007: Vertical variability of cloud hydrometeors

in the stratiform region of mesoscale convective systems and

bow echoes. Mon. Wea. Rev., 135, 3405–3428, https://doi.org/

10.1175/MWR3444.1.

——, ——, ——, ——, ——, and D. P. Jorgensen, 2009: Corri-

gendum. Mon. Wea. Rev., 137, 1493–1493, https://doi.org/

10.1175/2009MWR2938.1.

1506 JOURNAL OF APPL IED METEOROLOGY AND CL IMATOLOGY VOLUME 58

https://doi.org/10.1175/1520-0469(2002)059<3457:OAPOPS>2.0.CO;2
https://doi.org/10.1175/1520-0469(2002)059<3457:OAPOPS>2.0.CO;2
https://doi.org/10.1175/JAS-D-12-0124.1
https://doi.org/10.1175/JAS-D-12-0124.1
https://doi.org/10.1175/JAS-D-14-0363.1
https://doi.org/10.1175/1520-0469(1979)036<2093:DRSOAW>2.0.CO;2
https://doi.org/10.1175/1520-0469(1979)036<2093:DRSOAW>2.0.CO;2
https://doi.org/10.1175/JAMC-D-11-074.1
https://doi.org/10.1175/JAMC-D-11-074.1
https://doi.org/10.1175/1520-0426(1987)004<0498:STAUOC>2.0.CO;2
https://doi.org/10.1175/1520-0426(1987)004<0498:STAUOC>2.0.CO;2
https://doi.org/10.1029/2004RG000150
https://doi.org/10.1175/2008JTECHA1075.1
https://doi.org/10.1175/2008JTECHA1075.1
https://doi.org/10.1109/TGE.1979.294648
https://doi.org/10.1175/JAMC-D-13-0334.1
https://doi.org/10.5194/amt-9-9-2016
https://doi.org/10.1175/1520-0434(2000)015<0700:TMEAAF>2.0.CO;2
https://doi.org/10.1175/1520-0434(2000)015<0700:TMEAAF>2.0.CO;2
https://doi.org/10.1175/1520-0469(1988)045<3741:ROASOT>2.0.CO;2
https://doi.org/10.1175/1520-0469(1988)045<3741:ROASOT>2.0.CO;2
https://doi.org/10.1175/1520-0469(1979)036<1123:OOTMOM>2.0.CO;2
https://doi.org/10.1175/1520-0469(1979)036<1123:OOTMOM>2.0.CO;2
https://doi.org/10.1175/1520-0469(2003)060<1795:RAAROP>2.0.CO;2
https://doi.org/10.1175/1520-0469(2003)060<1795:RAAROP>2.0.CO;2
https://doi.org/10.1175/2010JAMC2243.1
https://doi.org/10.1002/2015JD024446
https://doi.org/10.1029/92GL02917
https://doi.org/10.1029/92GL02917
https://doi.org/10.1175/1520-0469(1979)036<0669:MAEOHI>2.0.CO;2
https://doi.org/10.1175/1520-0469(1979)036<0669:MAEOHI>2.0.CO;2
https://doi.org/10.1364/OE.22.001655
https://doi.org/10.1002/2017JD027909
https://doi.org/10.1175/1520-0450(2001)040<1607:AASFRE>2.0.CO;2
https://doi.org/10.1175/1520-0450(2001)040<1607:AASFRE>2.0.CO;2
https://doi.org/10.1109/TGRS.2008.915757
https://doi.org/10.1109/TGRS.2008.915757
https://doi.org/10.1175/JAMC-D-17-0076.1
https://doi.org/10.1175/JAMC-D-17-0076.1
https://doi.org/10.1175/1520-0426(1996)013<0085:EOIHTA>2.0.CO;2
https://doi.org/10.1175/1520-0426(1996)013<0085:EOIHTA>2.0.CO;2
https://doi.org/10.1029/2005GL023210
https://doi.org/10.1029/2005GL023210
https://doi.org/10.2151/jmsj1965.59.1_10
https://doi.org/10.1098/rsta.1904.0024
https://doi.org/10.1098/rsta.1904.0024
https://doi.org/10.1007/BF01601268
https://doi.org/10.1007/BF01601268
https://doi.org/10.1175/MWR3444.1
https://doi.org/10.1175/MWR3444.1
https://doi.org/10.1175/2009MWR2938.1
https://doi.org/10.1175/2009MWR2938.1


——, T.-L. Hsieh, M. Freer, J. Mascio, and B. F. Jewett, 2015: The

characterization of ice hydrometeor gamma size distributions

as volumes in N0–l–m phase space: Implications for micro-

physical process modeling. J. Atmos. Sci., 72, 892–909, https://

doi.org/10.1175/JAS-D-14-0011.1.

Meneghini, R., and L. Liao, 1996: Comparisons of cross sec-

tions for melting hydrometeors as derived from dielectric

mixing formulas and a numerical method. J. Appl. Meteor., 35,

1658–1670, https://doi.org/10.1175/1520-0450(1996)035,1658:

COCSFM.2.0.CO;2.

Mishchenko, M. I., 2000: Calculation of the amplitude matrix for a

nonspherical particle in a fixed orientation. Appl. Opt., 39,

1026–1031, https://doi.org/10.1364/AO.39.001026.

Mitchell, D., R. Zhang, and R. Pitter, 1990: Mass-dimensional re-

lationships for ice particles and the influence of riming on

snowfall rates. J. Appl. Meteor., 29, 153–163, https://doi.org/

10.1175/1520-0450(1990)029,0153:MDRFIP.2.0.CO;2.

Mitra, S. K., O. Vohl, M. Ahr, and H. R. Pruppacher, 1990: A wind

tunnel and theoretical study of the melting behavior of atmo-

spheric ice particles. IV: Experiment and theory for snow flakes.

J. Atmos. Sci., 47, 584–591, https://doi.org/10.1175/1520-

0469(1990)047,0584:AWTATS.2.0.CO;2.

Neumann, A. J., 2016: Investigating evaporation of melting ice

particles within a bin melting layer model. Ph.D. dissertation,

University of North Dakota, 115 pp.

Olson, W. S., P. Bauer, N. F. Viltard, D. E. Johnson, W.-K. Tao,

R. Meneghini, and L. Liao, 2001: A melting-layer model for

passive/active microwave remote sensing applications. Part I:

Model formulation and comparison with observations. J. Appl.

Meteor., 40, 1145–1163, https://doi.org/10.1175/1520-0450(2001)

040,1145:AMLMFP.2.0.CO;2.

Patade, S., T. V. Prabha, D. Axisa, K. Gayatri, and A. Heymsfield,

2015: Particle size distribution properties in mixed-phase mon-

soon clouds from in situ measurements during CAIPEEX.

J. Geophys. Res. Atmos., 120, 10 418–10 440, https://doi.org/

10.1002/2015JD023375.

Petersen, W. A., and M. Jensen, 2012: The NASA-GPM and

DOE-ARM Midlatitude Continental Convective Clouds

Experiment (MC3E). Int. J. Appl. Earth Obs., 24, 12–18.

Phillips, V. T. J., A. Pokrovsky, and A. P. Khain, 2007: The influ-

ence of time-dependent melting on the dynamics and precip-

itation production in maritime and continental storm clouds.

J. Atmos. Sci., 64, 338–359, https://doi.org/10.1175/JAS3832.1.

Planche, C.,W.Wobrock, andA. I. Flossmann, 2014: The continuous

melting process in a cloud-scale model using a bin microphysics

scheme. Quart. J. Roy. Meteor. Soc., 140, 1986–1996, https://

doi.org/10.1002/qj.2265.

Polder, D., and J. H. van Santen, 1946: The effective permability of

mixtures of solids. Physica, 12, 257–271, https://doi.org/

10.1016/S0031-8914(46)80066-1.

Pruppacher, H. R., and J. D. Klett, 1997: Microphysics of Clouds

and Precipitation. 2nd ed. Kluwer Academic Publishers,

954 pp.

Rasmussen, R. M., and H. R. Pruppacher, 1982: A wind tunnel

study on the melting behavior of atmospheric ice particles. III:

Experiment and theory for spherical ice particles of

radius,500 mm. J. Atmos. Sci., 39, 152–158, https://doi.org/

10.1175/1520-0469(1982)039,0152:AWTATS.2.0.CO;2.

Ray, P., 1972: Broadband complex refractive indices of ice and

water. Appl. Opt., 11, 1836–1844, https://doi.org/10.1364/

AO.11.001836.

Richardson, L. M., W. D. Zittel, R. R. Lee, V. M. Melnikov, R. L.

Ice, and J. G. Cunningham, 2017: Bragg scatter detection by

the WSR-88D. Part II: Assessment of ZDRbias estimation.

J. Atmos. Oceanic Technol., 34, 479–493, https://doi.org/

10.1175/JTECH-D-16-0031.1.

Rogers, R. R., and M. K. Yau, 1989: A Short Course in Cloud

Physics. 3 ed. Elsevier Press, 290 pp.

Russchenberg, H.W. J., and L. P. Ligthart, 1996: Backscattering by

and propagation through the melting layer of precipitation: A

new polarimetric model. IEEE Trans. Geosci. Remote Sens.,

34, 3–14, https://doi.org/10.1109/36.481885.
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